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Course Information



Course Webpage

https://yangfengji.net/uva-nlp-grad/
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Instructors

▶ Instructor
▶ Yangfeng Ji
▶ Office hour: Friday 11 AM – 12 PM
▶ Location: Rice 510

▶ TAs:
▶ Elizabeth Palmieri

▶ Office hour: Monday 11 AM - 12 PM
▶ Location: Rice 414

▶ Caroline Gihlstorf
▶ Office hour: TBA
▶ Location: TBA
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Prerequisites

Some requirements

▶ Proficiency in Python
▶ Basic Calculus and Linear Algebra
▶ Basic Probability and Statistics
▶ Foundations of Machine Learning
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Goal of This Course

1. Explain the fundamental NLP techniques
▶ Text classification
▶ Word embeddings
▶ Language modeling
▶ Sequence-to-sequence modeling
▶ Pre-trained large language models
▶ Fine-tuning, prompt and context engineering

2. Opportunities of working on some NLP problems
▶ Homework Assignments

3. Prepare for research in NLP
▶ Read and discuss recent papers

Class Schedule
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Assignments

▶ No exam

▶ Four homeworks
▶ 18% × 4 = 72%

▶ Four reading assignments
▶ 7% × 4 = 28%
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Four Homeworks

▶ Two tracks: each homework will have a specific track
▶ Track 1: text classification
▶ Track 2: text generation

▶ Each student will choose one track for all homeworks
▶ It is possible to switch track after the first homework, but

not recommended
▶ In each track, some example tasks and datasets will be

provided
▶ The instruction will be released later
▶ Students can also choose their own tasks and datasets

Homework 0
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Four Homeworks (II)

Each track has four steps to implement the entire NLP pipeline,
one step for each homework

▶ Homework 1: Data Exploration and Preprocessing
▶ Homework 2: Classical Model Baselines
▶ Homework 3: Word Embeddings and Basic Neural Models
▶ Homework 4: LLM-based Methods
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Reading Assignments

Along with the topics discussed in class, there will be four
reading assignments.
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Generative AI Examples

Students can leverage various tools for different aspects of their
coursework:

▶ Google Colab: Coding
▶ VS Code + Github Copilot: Coding
▶ Google NotebookLM: Reading

Reminders:

▶ Always verify the output and make necessary adjustments.
▶ Students should be responsible for the correctness of their

submissions.
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Policy: late penalty

Homework submission will be accepted up to 72 hours late,
with 20% deduction per 24 hours on the points as a penalty.

For example,

▶ Deadline: Sept. 15th, 11:59 PM
▶ Submission timestamp: Sept. 17th, 9:00 AM (≤ 48 hours)
▶ Original points of a homework: 10
▶ Actual points:

10 × (1 − 40%) = 6.0 (1)

It is usually better if students just turn in what they have in time.

▶ It’s the students’ responsibility to double check their
submission and make sure you submit the correct file.

▶ If a student submits one homework via multiple
files/times, we will use the latest timestamp for deciding
and calculating the late penalty.
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Policy: collaboration

On the course webpage

https://yangfengji.net/uva-nlp-grad/
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Policy: grades
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Textbooks

▶ Textbook
▶ Eisenstein, Natural Language Processing, 2018

▶ Additional textbooks
▶ Jurafsky and Martin, Speech and Language Processing, 3rd

Edition, 2020
▶ Shalev-Shwartz and Ben-David, Understanding Machine

Learning: From Theory to Algorithms, 2014
▶ Goodfellow, Bengio and Courville, Deep Learning, 2016

All free online
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Question?
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A Brief History of NLP



1954: The Georgetown-IBM Demonstrations

The first public demonstration of non-numeric applications of
digital computers, which also encouraged the government
investment of NLP research
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1955: The Proposal of Dartmouth AI Workshop

Where the term “Artificial Intelligence” was coined
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1955: The Proposal of Dartmouth AI Workshop (II)

Seven aspects of AI problem were listed in the proposal, and
the second one is about language
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1955: The Proposal of Dartmouth AI Workshop (III)

... and the third one is about neuron nets
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1964: ELIZA

ELIZA, created by Joseph Weizenbaum at MIT, simulated
conversation by using pattern matching and substitution
methodology

ELIZA is considered as the first chatbot. 22



1966: The ALPAC Report

ALPAC refers to Automatic Language Processing Advisory
Committee, led by John R. Pierce, an information theory expert
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1966: The ALPAC Report

The beginning of AI winter ...
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1980s: Statistical Machine Translation
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1980s: Statistical Machine Translation (II)
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1988: The Famous Jelinek Quote

▶ “Every time I fire a linguist, the
performance of our speech
recognition system goes up.”

▶ “Anytime a linguist leaves the
group the recognition rate goes
up” (recalled by himself)
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ACL 1990: What NLP looked like?
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ACL 2000: What NLP looked like?
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2002: Sentiment Analysis

A strong use case of how classification can be used in NLP.
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INTERSPEECH 2010: RNN Language Models
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NeurIPS 2013: Word Embeddings

The idea of pre-training realized in NLP
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ICLR 2015: Neural MT and Attention Mechanism

The attention mechanism allows the model to focus on different
parts of the input sequence, improving translation quality.
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2017: Attention is All You Need

The Transformer model was introduced, revolutionizing NLP
by enabling more efficient and effective processing of sequential
data.
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2018

The beginning of large-scale pre-trained models in NLP
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NAACL 2018: Embeddings from Language Model (ELMo)

The idea of pre-training came back, together with language
models
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2018: Generative Pre-trained Transformer (GPT)

This is the first model of the GPT family
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2018: Pretrained Deep Bidirectional Transformers (BERT)
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LLM Arms Race (2019 – 2023)

A period marked by rapid advancements and competitive
development in large language models.
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The Boom of LLM Agents (2024 –)

The rapid development and deployment of LLM agents have
transformed the landscape of natural language processing,
enabling a wide range of applications from chatbots to
automated content generation.
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The Rise of Small LLMs (2025 –)

The emergence of smaller, efficient language models has made
advanced NLP capabilities more accessible, allowing for
deployment in resource-constrained environments and
fostering innovation in various applications.
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