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Section I
In-Context Learning
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Instruction Tuning
Training language models on a collection of tasks phrased as instructions,
which enables models to respond better to instructions and reduces the need
for few-shot examples.

Chung et al., 2024 3

https://www.jmlr.org/papers/volume25/23-0870/23-0870.pdf


Benchmarking Cross-Task Generalization
Visualization of different instruction-tuning benchmarks

Wang et al., 2022 4

https://arxiv.org/pdf/2204.07705


Formulation
A simple mathematical formulation of ICL

where

 is the -th candidate answer, and
 contains an optional task instruction  and  demonstrations.
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Basic Idea
Select a few examples and add them to the prompt as demonstrations

(Dong et al., 2023) 6

https://arxiv.org/pdf/2301.00234.pdf


Why In-context Learning
Possible reasons of using in-context learning

Training-free

An interpretable way to communicate with users

Transductive inference vs. inductive inference
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Taxonomy of ICL
(Dong et al., 2023)
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https://arxiv.org/pdf/2301.00234.pdf


Related Concepts
ICL vs. Prompt Tuning

ICL is a subclass of prompt tuning
ICL vs. Few-shot Learning

ICL performs few-shot fine-tuning
Without parameter update
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Supervised ICL
ICL can be done by explicitly fine-tuning the model to follow the format
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Section II
Demonstration Construction
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Select Similar Examples
E.g., select the -nearest neighbors in the latent space

(Liu et al., 2022) 12

https://aclanthology.org/2022.deelio-1.10.pdf


Example Order
Permute the in-context examples

(Lu et al., 2022)
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https://aclanthology.org/2022.acl-long.556.pdf


Example Order: Performance Difference
The impact depends on the tasks and the model sizes
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Section III
ICL Explanation
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Rethinking the Role of Demonstrations

Link
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https://arxiv.org/abs/2202.12837


Experiment Setup
12 models

26 datasets
 examples as demonstrations
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Ground Truth Matters Little

Left: no demonstration
Middle: demonstrations with ground-truth labels
Right: demonstrations with random labels
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What Impacts ICL?

Models learn something from ICL, but "it is not directly from the pairings in the
demonstrations".
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What about MetaICL?

MetaICL with an explicit ICL training objective actually encourages the model to
ignore the input-label mapping.
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What about with Different 's?
The pattern is the same with different numbers of demonstrations ( )
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Potential Reasons for ICL
The distribution of input text

About input
The label space

About label
The input-label mapping

This is how supervised learning works
The format
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About Input Distribution
Using out-of-distribution examples as a comparison
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Label Space
For comparison purpose, replace labels with random English words
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Input-label Pairing Format
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Takeaway
It works
We have some ideas about how to make it work
We have little ideas about why it works
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Thank You!
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