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Section I

Overview
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Text Generation

(Ji et al., 2020)
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https://nlg-world.github.io/


Example: Machine Translation

Translate texts from one language to another language
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Example: Conversational Systems

Siri, Alexa, Google Assistant ...
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Example: Document Summarization

Extract or summarize the key information from one or multiple documents.
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History of NLG

The timeline of NLG evolution
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Template-based Generation

An example of generation template

(McRoy et al., 2000) 9

https://aclanthology.org/W00-1437/


Linguistic-informed Generation

Using discourse structures or syntactic structures for generation

Rhetorical Structure Theory (RST) characterizes how different text units are

semantically organized together to form a single coherent text
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NLG Modeling

Auto-regressive models

RNN LMs

GPT

Sequence-to-sequence models

LSTM-based encoder-decoder

BART

Copying mechanism

Pointer generator
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https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://arxiv.org/abs/1910.13461
https://nlp.stanford.edu/pubs/see2017get.pdf


Section II

Decoding Algorithms
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Greedy Decoding

At each step, pick the word with the largest prediction probability

This often produces short and common responses

Context:

This is the best coffee I ever had, do you want to give it a try?

Response:

Okay.
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Random Decoding/Sampling

Randomly pick a word, and the chance is proportion to its prediction probability

(Phy, 2020)
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https://towardsdatascience.com/decoding-strategies-that-you-need-to-know-for-response-generation-ba95ee0faadc


Top-  Decoding

The decoding illustration with 

(Chen, 2020) 15

https://medium.com/@rachel_95942/the-neural-approaches-to-natural-language-generation-f8b541e6bb08


Top-p Decoding

Identify the top words that their probability accumulation is larger than 

This is also called Nucleus Sampling.
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Sampling Temperature

Assume  are the logits, we have the prediction probability as

With temperature , we have

Lower temperature will lead to more deterministic sampling results.
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Sampling Temperature (II)
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Section III

Evaluation Strategies
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Human Evaluation

Evaluation dimensions

Examples: fluency, coherence, correctness, factuality, etc.

Format of the evaluation

Single sample evaluation with a Likert scale

Pairwise comparison

Ranking

(Celikyilmaz et al., 2021)
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https://arxiv.org/pdf/2006.14799.pdf


Concerns of Human Evaluation

There are some factors that make human evaluation results hard to reproduce by

other researchers

Number of participants

Education background of participants

Question design

Framing of the questions (Schoch et al., 2022)

...
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https://aclanthology.org/2020.evalnlgeval-1.2/


Automatic Evaluation: BLEU

BLEU is originally designed to evaluate machine translation results

where

: -gram precision

: weight for -gram precision, usually, 

: brevity penalty

: the largest length of -gram, usually, 

(Papineni et al., 2002) 22

https://aclanthology.org/P02-1040.pdf


-Gram Precision

Candidate:

the the the the the the the

Reference:

The cat is on the mat

Uni-gram precision: 

Bi-gram precision: 
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Automatic Evaluation: BLEU

The brevity penalty is introduced to penalize shorter generated (translated) text

where

 is the length of the generated text

 is the length of the reference text
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Automatic Evaluation: ROUGE

ROUGE is originally designed for evaluating document summary

This metric is defined by counting the matched n-grams from a generated

summary.

Other variants

ROUGE-L

ROUGE-S

(Lin et al., 2004) 25

https://aclanthology.org/W04-1013.pdf


Automatic Evaluation: Neural
network based

Consider evaluation as a similarity measurement

problem by computing a score based on the

generated text and the reference text.

Reimers and Gurevych, 2019
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https://arxiv.org/abs/1908.10084


NLG Evaluation

One of the efforts on building a unified evaluation platform
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Thank You!
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