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About Lecture Format

▶ All lectures will be given in Olsson 005, and recorded and
uploaded to Canvas
▶ No online participation is allowed

▶ We use Piazza for online discussion
▶ In-class and in-person QA are highly encouraged

1



Classroom Policy

▶ Computers
▶ You can use your computer during lecture to take notes

▶ Attendance
▶ We do not take attendance in this class
▶ In-person participation is more than necessary

▶ QA
▶ Feel free to ask questions during lectures
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Course Information



Course Webpage

https://yangfengji.net/uva-nlp-grad/
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Instructors

▶ Instructor
▶ Yangfeng Ji
▶ Office hour: Wednesday 11 AM - 12 PM
▶ Location: Rice 510

▶ TAs:
▶ Caroline Gihlstorf (Office hour: Monday 11 AM - 12 PM, Rice 414)
▶ Elizabeth Palmieri (Office hour: Tuesday 2 - 3 PM, Rice 414)
▶ Nibir Chandra Mandal (Office hour: Thursday 2 - 3 PM, Rice 414)
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Survey Results: Background
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Survey Results: Learning objectives
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Survey Results: Preference
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Clarification

This is not the class if you want to

▶ learn programming
▶ learn basic machine learning
▶ learn how to use PyTorch
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Prerequisites

Some requirements

▶ Proficiency in Python
▶ Basic Calculus and Linear Algebra
▶ Basic Probability and Statistics
▶ Foundations of Machine Learning
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Topics

1. Explain the fundamental NLP techniques
▶ Text classification
▶ Language modeling
▶ Word embeddings
▶ Sequence labeling
▶ Machine translation

2. Advanced topics
▶ Large language models
▶ Text generation and summarization
▶ In-context learning
▶ NLP applications

3. Opportunities of working on some NLP problems
▶ Final project
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Schedule

On course webpage 12



Assignments

▶ No exam

▶ Four homeworks
▶ 15% × 4 = 60%

▶ One final project (40%)

▶ Proposal: 10%
▶ Mid-term report: 10%
▶ Final presentation: 10%
▶ Final project report: 10%
▶ 2 – 3 students per group
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Policy: Late penalty

Homework submission will be accepted up to 72 hours late, with 20%
deduction per 24 hours on the points as a penalty.

For example,

▶ Deadline: Sept. 15th, 11:59 PM
▶ Submission timestamp: Sept. 17th, 9:00 AM (≤ 48 hours)
▶ Original points of a homework: 10
▶ Actual points:

10 × (1 − 40%) = 6.0 (1)

It is usually better if students just turn in what they have in time.
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Policy: Late Penalty (II)

▶ It’s the students’ responsibility to double check their submission
and make sure you submit the correct file.

▶ If a student submits one homework via multiple files/times, we
will use the latest timestamp for deciding and calculating the late
penalty.

▶ Due to possible internet traffic issue, we can waive the late
submission within 15 minutes after the deadline.
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Textbooks

No single textbook is perfectly aligned with the course content.

▶ Textbook
▶ Eisenstein, Natural Language Processing, 2018

▶ Additional textbooks
▶ Jurafsky and Martin, Speech and Language Processing, 3rd Edition,

2020
▶ Shalev-Shwartz and Ben-David, Understanding Machine Learning:

From Theory to Algorithms, 2014
▶ Goodfellow, Bengio and Courville, Deep Learning, 2016

All free online
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NLP Application Example: Microsoft Copilot

Free access via your UVA account 17



NLP Application Example: Grammarly

https://www.grammarly.com/
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NLP Application Example: Code Generation

On Google Colab

We encourage to use Google Colab for our homework assignments
and the final project.
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Policy: Collaboration and Grading

▶ About using Generative AI
▶ Students are allowed to use generative AI for assignments and

projects
▶ Students will be responsible for the content and the correctness of

the submitted answers

▶ For more collaboration policy, please refer to the course webpage
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Generative AI Defending Classical Methods
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The Design of This Course

▶ Topic-based discussion
▶ E.g., text classification

▶ Each topic has examples from statistical NLP and neural NLP
methods
▶ E.g., logistic regression vs. feed-forward NN

▶ Cutting-edge NLP techniques will be covered
▶ E.g., in-context learning, parameter-efficient tuning
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Question?
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